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COLLATING INSTRUCTIONS

To update this manual, remove old pages and insert new pages as follows:

Remove Insert
Catalog 12/72 Preface
Catalog

*BASE (after ARCTAN)
*CPOLY (after COMP3)
*CPOLY -DR

*EIGNHC (after EIGi)
*EIGNSR

*LINSD (after LINEQ)
*LINSS (after LINSR)
*MTRAN (after MTMPY)
SPLINE (after SPEIGI)
“SPLINT

Programs preceded by an asterisk (*) represent new programs that
are being added at this time; be certain to write these into the Table of
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PREFACE

This manual describes and discusses the usage of the mathematical time-sharing programs
available with Series 600 and 6000 information processing systems. The programs are listed

alphabetically in the table of Contents,

Each program description includes the purpose of the program; language in which it is
written; method of approach, if applicable; instructions for use; restrictions if any; and sample

problems and solutions. In the sample solutions, all information typed by the user is under-

lined.

The instructions provided assume that the programs are available in the user master
catalog LIBRARY and accessible with READ or EXECUTE permission. In the sample solution
printouts, the programs had already been accessed using the GET command, and/or copied

onto the current file using the OLD or LIB command.

Time-sharing programs for other classifications are also available from Honeywell

under the following titles:

Series 600/6000 Time-Sharing Applications Library Guide, Volume II - Statistics,
Order No. DA44

Series 600/6000 Time-Sharing Applications Library Guide, Volume III - Industry,
Order No. DA45

Series 600/6000 Time-Sharing Applications Library Guide, Volume IV - Business
and Finance, Order No. DA46

A complete listing of the programs in the library is available by listing the Library program,

CATALOG. A copy of this listing follows the table of Contents for your information.
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ADDITIONAL PROGRAMS INCORPORATED IN THE DECEMBER 1972 ADDENDUM

BASE
CPOLY
CPOLY-DR
EIGNHC
EIGNSR
LINSD
LINSS
MTRAN
SPLINE
SPLINT

All programs listed above (with the exception of SPLINE and SPLINT) have been coded
and tested using Fortran Y. When using these particular programs, enter YFOR after the

terminal inquires ' SYSTEM? ',

Series 600/6000 Time Sharing Applications Library programs are available to users of
the DATANETWORK service. Please contact your local Honeywell representative for further

details.

This document describes programs that originated from a variety of
sources, such as users and the Honeywell field organization. The
programs and documentation are made available in the general form
and degree of completeness in which they were received. Honeywell
Information Systems Inc., therefore, neither guarantees the accuracy
of the programs nor assumes support responsibility.
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CATALAG BF SERIES 60007600 T-S LIBRARY PRAGRAMS

FILE TYRPE INDICATBR:

LANGUAGE M@ DE

(FIRST LETTER) (FOLLOWING LETTERS)

A AL GaL P (3R BLANK) PROGRAM

B BASIC S SUBRBUTINECS)

C CARDIN F FUNCTIBNCS)

D DATABASIC P-S PRAGRAM WITY EXTRACTABLE SUBRAIHTINECS)Y
E TEXT EDITAR R RELBCATABLE ABJECT ¢Cx)

F FORTRAN H SYSTEM LOADABLE BBJECT (4#)

ALL FILES ARE SOURCE MBDE UNLESS ATHERWISE TNDICATED.

SUBJECTS DECUMENTATION MaNUAL,
MATHEMATICS (MA) sessesscscseseccARDFR # NDAA]
INTEGRATION
DIFFERENTIATION, DIFFERENTIAL FEQ,
INTERPALATIAN

PALYNOMIALS
LINEAR EQUATI®NS
MATRICES
NON-LINEAR EQUATISNS
SPECTIAL FUNCTISN EVALUATI®BN
LBGIC AND NUMBER THFARY
STATISTICS ¢ST escocsseccaccsBRDER # DAAA
CURVE FITTING AND REGRESSI®N
ANALY SIS 8F VARIANCE
PROBABILITY DISTRIBUTIANS
CANFIDENCE LIMITS
HYPBTHESIS TESTING
DESCRIPTIVE STATISTICS
RANDSM NUMBER GENFERATION
MISCELLANEAUS STATISTICS
BUSINESS AND FINANCE (BF3 cosssssscsnsc s IRDFR # DAAG
MANAGEMENT SCIENCE AND BPTIMIZATIAN (MS) ....8RDER # DAAS
LINEAR PROGRAMMING
INTEGER PROGRAMING
NON-LINEAR GPTIMIZATIGN
NETWBRK ANALYSIS
FBRECASTING
SIMULATIBN
ENGINEERING ¢ EN)
BEBMETRIC AND PLOTTING ¢ GP)
EDUCATIGN A&ND TUTORIAL C(ED)
DEMBNSTRATIBN ¢ DE)
UTILITY AND MISCELLANEBUS ¢UM)

D @SS W @ o w am,

THE DOCUMENTATIBN FHR THESE PROGRAMS 1S AVAILABLFE [N F@UR YANTIAL S¢
SEE BRDER # DA43 FAR PROGRAMS IN MATHMEMATICS

BRDER # DA44 FOR PRBBRAMS IN STATISTICS

ORDER # DA46 FAR PRBGRAMS IN BUSINESS AND FINANCF

BRDER # DA4S FAR PRAGRAMS IN ALL ATYER CATEGBRIFS.

SUBROUTINES THAT ARE CALLED BY A PRAGRAM AND MIST BE EXFECUTED WITY 1T
ARE LISTED IN BRACKETS AT THE FND #F THE DESCRIPTIAN.

THESE PROGERAMS HAVE ALL BEEN REVIEWED AND TESTED RUT N# RESPANSIRILTITY
CAN BE ASSUMED.
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SRR Rk Rk ER AR A =MATHEMATICSh ke kradttehah Rk khaik kg k Rk Rk R®

xR INTECGRATI SNk

CLCINT FF INTEBRATIBN BY SIMPSBN°S RULE

FINT FF FVALUATE FOURIER INTEGRALS BY FILAN®S FARMULA

GAHER FF GAUSS-HERMITE QUADRATURE

GAL A FF GALSS-1L AGUERRE QUADRATURE

BAUSSN FF EVALUATE DEFINITE DAUBLFE BR TRIPLF INTEBRALS

8AUSSE FF GAUSST AN QUADRATURE

NCOATES FP-S NEWTON=CBATES QUADRATURE

NUMINT B BAUSSI AN QUADRATURE

ROMBINT FP-S ROMBERE INTEGRATIAGN

SPLINE B INTEGRATE TABULATED FUNCTISN BY SPLINE FYTS
#a2DIFFERENTIATION, DIFFERENTIAL EQo%ed

AMP BX Fs ADAMS-MBUL TBN FBR 1ST-BHRDER DIFF. EGNS [RYPRX]
FDRVUL FF DIFFERENTIATE TABULATED FUNCTI®N, UNEOQUAL SPACING
4DRVEB FE DIFFERENTIATE TABULATED FUNCTION, EQUAL SPACING
RLPBX FS RUNBE-WUTTA FBR 1ST-GRDER DIFF. FGNS

2k INTERPOL ATI @ Ntk

SPLINT 8 SPLINE INTERPBLATION

T™NTI FF SINGLE LABRANGI AN INTERPSLATI®N ¢ TLU1L)

™NT2 FF DAUBLE LAGRANGIAN INTERPHLATIAN (TLUY)

™NT2A FF VARTABLE DBUBLE LINEAR INTERPBSLATISN [ TLUL)

ek POLYNOMT AL Stk

BICOF FS CALCULATE BINOMIAL COEFFICIENTS

CLPLY FF EVALUATE REAL PHLY AT REAL ARGUWENT

CcPeLY FS FINDS ZERBES AF A COMPLEX PBLYNOMI ag

CPBLY-DR FP FINDS ZERGES OF A COHMPLEX POLYNGMIAL (CPALYY

DVAL @ FS POLYNGMI AL DIVISIGN

EUAL @ FS G.CoDs BF TWH POLYNOMIALS (DVALGI

Fe MULTIPLY POLYNOMIALS

2535? F; REAL POLY CBEFFICIENTS RECSNSTRUCTED FROM REAL RAATS
PILRTS FP SELUTIAN AF PALY BY BAIRSTAWS METH®D

PBLYC FS REAL POLY CAEFFICIENTS RECONSTRUCTED FREY CAVPLEX RAATS
PALYV FS FVAL UATE REAL PBLY AT COMPLEX ARGUMENT

QUADEQ B SELUTIGN T QUADRATIC EQUATIBNS

830 TER B SELUTIBN 3F POLY BY BAIRSTAWS METWSD

ZCEP FP REATS OF PALYNAMIAL WITH COMPLEX CAEFF.

7CoP2 FS ROATS BF PALYNOGMIAL WITH CHMPLEX CAFF. [ZCAP2)

ZORP Fp RAGTS B8F REAL POLY

ZARP2 FS RAGTS BF REAL PALY

ikl INEAR EQUATIONSH&=

8JSIMEQ FS SELVE LINEAR SYSTEMS BY @AUSS< IBRDAN

6SEIDEL FP=-S SHLVE LINEAR SYSTEMS BY BAUSS-SEIDFL

LINEQ FS SOLVE LINEAR SYSTEMS BY GAUSSTAN ELIMINATION

LINSR FP SALVE LINFAR SYSTEMS BY GAUSSIAN FLIMINATION [LINEQ)
SIMEGN B SHLVE LINEAR SYSTEMS BY MATRIX INVERSI®N

*e*MATRI CESk«#®

DETE FF EVALUATE DETERMINANT 8F RFEAL MATRIX

DBMEL 6 FP-S DBMINANT EI GENVALUES #F REAL MATRIX

EIG) FS EIGENVALUES 8F SYM MATRIX BY JACSBI METY®D

El GNHC FSs EIBENVALUES & VECTARS OF CHMBLEX NHN-YERMITIAN MATRICFS
EI@NSR FS EIGENVALUES & VECTARS BF REAL NBN-SYMMETRIC MATRICFS
EIGSR Fe El GENVALUES AND VECTERS BF REAL SYM. MATRIX CFI®))
LINSD FsS SHLVE LTNe. SYSe. W/ SYMMETRIC DIUBLE PREC, CAEF, WATRIX, , ..
LINSS ®S SOLVE LIN. SYSe W/ SYMMETRIC SINGLE PREC. CAFF. MATRIX
MTINY FS MATRIX INVERSION BY PIVATS

MTMPY FS MATRIX MULTIPLICATI®N

MTRAN FS TRANSPOSE A MATRIX

SPEI 61 FS SPECT AL EIGEN PROBLEMS € ET 611

SYMEL G FpP £1GENVALUES #F SYM MATRIX BY JACHBI MFTYaD
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e aNBN-LINEAR EQUATIBNS® &%

BR® WN FS SOLN AF SIMULTANEAUS SYSTEMS BY BRH W METHAD

SECANT Fs S6iLN OF SIMULTANEAUS SYSTEMS BY SECANT METHAD (MTINVI
SBLN FF ZERE& AF AN ARBI TRARY FUNCTION

ZERGES B ZERBZMAX,MIN BF FUNCTION

#xaSPECIAL FUNCTIBGN EVALUATI®N&&%

ARC TAN FF ARCTANGENT IN RADIANS 6F yYrX

BESL FS BESSEL FUNCTI®N [ §AMF}

Camp 1§ FE EVALUATES REAL HYPERBBLIC TRIG FUNCTIANS

CaMp2 FS COMPLEX MULTe. AND DI VISI®N

CamMpP3 Fs EVALUATES VARIFUS FUNCTIBNS FHR CAMPLEX ARBUMENT [ CAMP2Y
ERRF FF ERRAR FUNCTION

ERRINV FF INVERSE ERROR FUNCTIGN

FRESNL FS FVALUATES FRESNAL INTESBRALS

8AMF FF GIMMA FUNCTISN

JACELF FS EVALUATES JACBBIAN FLLIPTIC FUNCTI®NS SN, CN, DN
ARTHP FF EVALUATE “2THB GINAL POLYNGMI AL S

STIRLING FP-S N FACTSRI w. BY STIRLINGS APPRAXIMATI BN

™FCEV B EVALUATE DAMPED R UNDAMPED FAURIER SERIFES

*kkLBGIC AND NUMBER THE®GRY#®k%

45QRS B WRITES INTEBEPS AS SiM BF SQUARES #F FIUR INTFRFRS
BASE Fp CBNVERTS NUMBE (S FR8M ONE BASE T ANGTHER

CENCLUDE B DETERMINES LOGICAL CANCLUSIANS FRAM PRAPIST TIONAL 1 ABYC
6CDN FS 6.CoDe 8F N INTEGERS

HEBARKAA KRR RARE IR ST = STATT ST C S frsdeok e oo ot ok ok ok ke e ok oo ool deoe b ook 4 o oo

**#CURVE FITTING AND REGRESSIGN®%x%

CFIT FP LEAST SORS. POLY. WITH RESTRAINTS

CURFIT B FITS SiX DIFFERENT CURVES BY LFEAST SOQRS

FARIR FP LEAST SQUARES ESTIMATE BF FINITE FOURIER SERIFS M@DFL
FOURIER B COEFF OF FAURIER SERIES TH® APPROAX A FUNCTIAN

LINEFIT FS LEAST SQRS LINE

LINREG 8 LST. SQRS. BY LINEAR, EXPANENTIAL, AR PAWER FINCTION
LSPCFP Fp LEAST SORS PBLYNSMIAL FIT

L5QMM Fs GENERALIZED PALY FIT BY LEAST SGRS SR MIN-MAX

MRE@1 FP MULTIPLE LINEAR REGRESSIAN

MULFIT B MULTIPLE LINEAR FIT WITH TRANSFARMATIONS

BRPAL FP LEAST SQRS FIT WITH BRTHS GANAL PBLYS

POLFIT B LEAST SQRS PALYNIMIAL FIT

POLFT FP LEAST SQRS PHLYNGMIAL FIT

SML RP Fp MW TIPLE LINEAR REGRESSI8N

SMLRPABJ  FHP SYSTEM LOADARLE FILE FBR SMLRP

STAT20 B EFFROYMSAN °S MULTIPLE LINEAR REGRESSIAN AL @ART TUM
STAT21 B COMPUTES MULTIPLE LINEAR REGRESSISNS

ok ANALYSIS BF VARIANCE#R##%

ANB VA FP BNE OR TWa WAY ANALYSIS #F VARIANCE

ANVA § P GNEWAY ANALYSIS OF VARTANCE

AVA3 FpP THREE WAY ANALYSIS 2F VARIANCE

ANVAS Fp MULTIPLE VARIANCE ANALYSTS

KRUWAL FpP KRUSKAL-WALLIS 2-WAY VARTANCFE (X7NRAM

BNEWAY B ANEWAY ANALYSTS §F VARIANCE

STAT13 B ANALYSTS @F VARIANCE TARLFE, {-WAY RANDAM DFST GV

STAT1 4 B ANALY SIS @F VARIANCE TABLE FAR RANDAMIZED RLACK NFSTEN
STAT1S B ANALYSTIS BF VARIANCE TABLE FAR STIMPLE LATIN=-SO DFST AN
STAT16 B ANALYSTS @F VARIANCE TABLE, GRAECA-LATIN SQUARFE DFEST N
STATIT B ANBUA TABLE GF BALANCED INCAMPLETF BLACK DFST 6N
STATIS B ANALYSIS 3F VARIANCE TARLF, YBUDEN SQUARF DFEST 6N
STAT33 B ANALYSIS 3F VARIANCE TABLE, 1-WAY RANDAYM DFEST GN
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wEEPRABABILITY DISTRIBUTIGNSus%

NARMAL PROBABILITY FUNCTION ( RRRFY

BETA DISTRIBUTIGN

BINGMI AL PROBABILITIES

EXPONENTIAL DISTRIBUTIANS

PBISSAN DISTRIBUTIGN FUNCTION

PREBABLITIES GF CAMRINATIANS #F RANDOM VARIARLFS
NORMAL AND T-DISTRIBUTION

T-DISTRIBUTIGN [BETA)

INCBMPLETE @AMA FUNCTIAN

#kHCONFIDENCE LIMI TS#%x%

DIFFERENCE 9F MEANS IN NGN-FEQUAL VARTANCE

CONF. LIMITS FOR PAPULATION PRAPARTIGN C(BINGMIAL)
BINGMIAL PROBABILITIES AND CONFIDENCE BANDS
CONFIDENCE LIMITS 6N LINEAR RESRESSIONS

CONFo LIMITS FBR PEPULATIBN PRIPERTIGN (NARMAL)
DIFFERENCE AF MEANS IN EQUAL VARIANCE

CONFo. LIMITS FAR A SAMPLE MEAN

CONFIDENCE INTERVAL FOR MEAN BY ST@N TEST
CONFIDENCE LIMITS, WILCHXBN ST ENED RANK SIM TEST

whrHYPEATHESIS TESTING® =%

TEST GF BINSMIAL PRAPORTIANS

CHI~-SGUARE CALCULATIGNS

CANTINGENCY CBEFFICIENT (XINGAM]

CORRELATIGN CBEFFICIENT CTDISTIRBRETAI

KOLMO GARGV=-SMIRNBY TWH SAMPLE TEST {XINGAMI
CHI~-SQUARE

MEAN, STD BF MEAN, .eo » T-RATIS®, 2 GROUPS, PAIRED
MEANS, VARIANCESs AND T-RATI® 2 GROUPS, UNPATRED DATA
CHI=SQUARE AND PROBABILITIES, 2X2 TABLES

COMPARES TW3 @ROUPS BF DATA USING THF MEDIAN TEST
CAMPARE 2 DATA GRBUPS, MANN- WHTI TNEY 2- SAMPLFE RANK TEST
SPEARMAN RANK CORRELATION COEF. FBR 2 SERIES GF DATA
COMPUTES CORRELATION MATRIX FBR N SFRIES 4F DATA
KENDALL - RANK CORRELATIAN

ek DESCRIPTIVE STATISTICSkR&®

FIND MEAN, VARIANCE, STD

FIND SEVERAL STATISTICS F3R SAMPLE DATA [ ANPF3 FRRF)
FIND VARIGUS STATISTICAL MEASURES

SAMPLE STATISTICS

DESCRIFPTION @8F UNI-VARTIANT DATA

NUMBER GENERATIBN®#®%

CARDIN SGURCE FILE F®R FLAT

UNIFORM RANDOM NUMBER BEMERATOR

RANDOM #°S, INIFORM DIST. BETWEEN O AND 1
CALCULATES NORMAL RANDAM NUM. CFLAT)

UNIF@RM RANDEM NUMBER GENERATOR

CARDIN SBURCE FILE FOR UNIFM

UNIFORM RANDOM NUMBER @GFNERATOR

CARDIN SOURCE FILE FOBR URAN

MORMAL RANDAM NUMBERS, VARIABLE MEAN, STD [ RANDX]
NORMAL RANDSM NUMBERS, MEAN 0, STD 1. [RANDXSI

#eM] SCELLANEB US STATISTICS#%%

ANPF FE
BETA FF
BINDIS B
EXPLIM B
PE 1 SON FF
PRGBC FP
PR@ VAR B
TDIST FF
XINGAM FE
BAYES B
BICONF B
BINGM FP
CAL INR B
CONBIN B
CONDIF B
CONL IM B
STATOS B
STATO® B
BITEST B
CHISaRr FS
CARREL FP
CORRL 2 FP
KOG FP
SEVPR@ B
STATO1 B
STATO2 B
STATO4 B
STATO® B
STATO® B
STATY 1 B
STAT12 B
TAaU FP
MANDSD B
STAT FP
STATAN B
TESTUD B
WNISTA B
ik RANDEM
FLATSBRC C
FLAT FRF
RANDX FE
RN DN RM FF
UNTFM FRF
UNIFMSBR C
URAN FRF
URANSBRC C
XNOR 1 FFE
XNG RM FF
FACTAN Fp
STADES
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HRERREE AR EERRRRRRERBF-~-BUSINESS AND FINANCESRSRRRBRABBRRERARERRRAGREARE

ANNUL T
R.D8CEST
BINDATA

BINDPR
BANDSW
BONDY D
CASHFLO W
DEPREC
INSTLS
INVANL
LESSEE
LESSIM
LESS@R
MAK E=BUY
MESIM
M@8SIM=CS
MBSIM=-IN
MBRTCST
MBRTGAGE
RETURN
SALDATA
SAVING
SMLBUS
TRUINT

REEERREEERCARRIERKREAMS-=MANAGEMENT SCIENCE AND IPTIMIZATI OGNS sk hkdsdhkddn

B ANNUITIES, LOANS, MERTBAGES

B ANALYZE BUILDING CBSTS

8 ANALYSIS B8F A BEND TNVESTMENT PSRTFILIAG

B CBMPUTES PRICE AND ACCRUED INTEREST F A BAND

B CALCULATES TME EFFECT OF A BOND SWITCEM

B8 COMPUTES BOGND YIELDS

B PREDICTS NEXT YEARS CASH FLBW

B CALCULATES DEPRECIATIAON BY FOUR METH8DS

B CALCULATES MANTHLY PAYMENT SCHEDULE 6N INSTALLMENT LAAN
FP RETURN 6N INVESTMENT ANALYSIS

B COMPARES A LEASE WITH PURCHASE @F EQUIPMENT

B SIMULATES LESSOR®S CASH FLBW AND RATE 8F RETURN

B CALCUL.ATES THE LESSBRS CASH FLOW & RATF #F RETURN
B T3 MAKE 8R TG BUY DECISIONS

FHP SIMUALATES COMPETITIVE INTERACTION OF COMPANE RS
FRP BBJECT DECKS FBR MESIM
ON LINE INSTRUCTIONS FBR MESIM
B MORTEABE SCHEDW.E FOR VARIZUS TERMS
FP CALCULATES A MARTGAGE REPAYMENT SCHEDULE
B CAMPUTES ANNUAL RETURNS F3R A SECURITY FRBM ANNUAL DATA
B CAMPUTES PRAFITABILITY OF DEPARTMENTS OF A FIRM
B SAVINGS PLAN CALCULATIBNS
B PAYMENT SCHEDULES F3R A SMALL BUSINESS ADMST. LOAN
B INTEREST RATE CALCULATIONS

axkLINEAR PRO SRAMMIN G# %

ASSIGNIT
LINPRG
LNPRG &
TRANSP?
UNDEQ

8 THE ASSIGNMENT PROBLEM

B LINEAR PROGRAMMING

FP LINEAR PROGRAMMING

B THE TRANSPORTATIBN PROBLEM

FS FINDS A SGLUTIBN FOR AN UNDERDETERMINED LINFAR SYSTFM

#kE[NTEGER PRO GRAMMIN GRes

INTO1
INTLP

FP ZIONTS® MADIFICATION AF BALAS® ZER3-3NE AL GERT THM

FP GBMORY S PURE AND MIXED INTEGER PRJGRAMMING

wRANGN-LINEAR OPTIMIZATION®&®%

CSw

DAVI DaN
GEGSIM
@PRIG
€PR3 G~ S9
JSSIM
LBGIC3
MAXGPT

FS GPTIMIZE A LINEARLY CONSTRAINED CONVEX FUNCTISNCINDED)

B DAVIDON 'S UNCANSTRAINED 3PTIMIZATION

B HEURISTIC SCHEDULING BF N .JOBS IN A ™M MACHINF SqEP
FHP SOLVES GEIMETRIC PRI GRAMMING PRIBLEMS

C CARDIN SBURCE FILE F8R GPRAG { UNDEQ: CSY1

B SCHEDUWLES N JOBS IN A SHEP WITH ¥ MACHINES

Fp UNCONSTRAINED GPTIMIZATION

Fp UNCONSTRAINED GPTIMIZATION

AR ENETWIRK ANALYSI Skasn

CPM FP CRITICAL PATH METHOD

KILTER FP *GUT BF XILTER® ALGIRITHY (MINIMUM €BST CIRCULATIAN
MAXFLO W FP MAXIMUM FLOW THRU NETWIRY

PERT B SIMPLE ANALYSIS OF A PERT NETWIRK

SHBRTEST FP SHARTEST PATH - MIN SPANNING TRFF

#e e FORECASTING &%

CBEFS B DETERMINE SEASONAL COEFFICIENTS ON TWd CYCLES

CovBl B DETERMINES ECOHNOMIC BRDER QUANTTY FAR INVENTARY 1TEMS
BPTIM F GPTIMUM SERVICE LEVFL FOR ONF INVENTORY 1TE™

TCAST FP TIME SERIES FOARECASTING L TCASTIs TCAST2Y

TCASTY FH BVERL AY MADULE GF TCAST

TCAST FHP TIME SERIES FARECASTING

TCAST2Z FH GVERLAY MADILE 6F TCAST

TCASTI1 [ ] OVERLAY M@DULE GF TCAST

SMA@ TH FS TRIPLE SMABTHING 8F A TIME SERIES
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whESIMULATIONS &%

@ASPDATA E DATA FILE FOR SAMPLE PROGRAM GASPSAvP
@ASPITA FS *GASP" SIMULATIBN SYSTEM
GASPSAMP FP SAMPLE PROGRAM FOR GASPITIA [ GASPYIT Ay GASPDATAI

Aol ok ik kl R kR RREN< = ENGINEERTN Gl s e o e 4 e e ol o o oo s e o oo o e o ofeofe ofe o e ol o e i ol o ofe oo o ol

ACNET FP FREQUENCY RESPONSE GF A LINEAR CIRCUIT

BEMDES B STEEL BEAM SELECTI®OW

@cvsiz B €AS CONTR@L VALVE CBEFF.

LCVSIC B LIQUID CBNTRBL VALVE CBEFF.

LFILTR B SYNTHESIZES ACTIVE LOW-PASS FILTERS [LFLDATY

LFLDAT DATA FBR LFILTR

LFLTIN INSTRUCTIGNS FGR LFILTR

LPFILT B DESI@N L3W PASS FILTERS

NLNET FP GENERAL STEADY-STATE CIRCUIT ANALYSIS

aTTe 8 @TT® CYCLE 6F ENGINE

PAVELT B CALCULATES § COST AND TONS OF MATERIAL TO PAVE A RIAD
PVT FP FINDS MOLAR VALUME GF A GAS 6IVEN TEMPERATURE AND PRES.
SCVSsIzZ B STEAM CEBNTROL VALVE COEFF.

SECAP B STEEL SECTI®N CAPACITIES

kiRt Rdde eGP GEOMETRIC AND PLATTIN @tk ahdr etk kb erphhkhddhihs

CIRCLE B DIVIDES & CIRCLE INT8® N EQUAL PARTS
PLeT FS PLBTS UP T8 9 CURVES SIMUL TANEBUSLY
PLBTTO B SIMUL TANEBUSLY PLOTS 1 TG 6 FUNCTIONS
POLPLO FP PLOTS EGNS IN PELAR CHIRDINATES
SPHERE B SBLVES ANY SPHERICAL TRIANGLE

TRIANG B SALVES FOR ALL PARTS @F ANY TRIANGLE
TWaPL O 8 SIMULTANEBUSLY PLBTS 2 FUNCTIONS
XYPLOT B8 PLATS SINGLE-VALVED FUNCTIONS

g oo Rk Rk ok dok kb ee ED=- = EDUCATION AND TUTIRI AL tkditetkitbddtitkbitagihs
DRIVES FHP DRIVER F@R EXPER, A COMPUTER ASSISTED INST. LANG.

EXPERN E EXPER TUTBRIALS IN EXPER ¢(N={ TG 5) [ PREPRSsDRIVES])
PREPRS FHP PREPROCESSBR FOR EXPER, A COHMPUTER ASSISTED INST. LANG.

dkfdokdohkk e e R R Rk ek DEe= DEMIN STRATI ONwhekadkedd b dhfid ettt tbbehadhhlhe®

AMAZE B GANSTRUCTS MAZES - EACH UNTQUE
BLY JAK B THE COMPUTER DEALS BLACKJACK
PEPING B POPULATION PROJECTIOGNS FOR AN AREA
PRIME B PRIME FACTORIZATIEN OF A NUMBER
XMAS B

A HOLIDAY SING-ALONG, CHRISTMAS CARD AND @REETINGS

fok Rk R e Rtk grrs M= UTILITY AND MISCELLANES USSRkttt bt Retbiabbhakds

ADATER FP=S A CALENDER DATING ROUTINE

CATAL® G E CATALBG GF SERIES 60007600 T/S LIBRARY ¢(THYIS PILEY
CONVRT B CANVERTS MEASUREMENTS FRSM GNE SCALE TG ANGTHER

DBL S@RT FS SBRT TWa ARRAYS

DESE@ FP STRIPS LINE SEQUENCE NUMBERS FRGM A FILE

REFORM FP REFORMATS A °NFERM ° FORTRAN SOURCE FILE T °FIRM®
RLINE FS READS LINE, OGPTIGNALLY STRIPS LINE # & CAUNTS ENTRIES
SGLSART FS SORT AN ARRAY

T.ut FS TABLE SEARCH

TPLSORT FS SBRT THREE ARRAYS

#eeEND OF CATALOG Gok%
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BASE

This Fortran program converts numbers from one base to another,

INSTRUCTIONS

After the computer requests an input line by typing an equal sign (=), enter

BIN, BOUT, DIG, NUM
separated by commas, where
BIN is the base of the input number.
BOUT is the base to which the number is to be converted.

DIG is the number of digits in the fractional part of the output
number to be printed, if applicable.

NUM is the number to be converted. If the input base is

greater than 10, separate the digits with blanks, and
precede the ''decimal point'' with a blank.

If a base is set to 0, the number will be interpreted as a floating -point number expressed in
octal format. If a base is set to -1, the number will be input or output in Fortran E format.
Alternate forms of input are:
BIN, BOUT, NUM
or
DIG, NUM
or

NUM

In these cases, the previously defined values of the deleted parameters are used.

The program will continue asking for new input until a null response is given.

NOTE: The program does not check to see if the digits of the input number
are consistent with the input base.
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SAMPLE PROBLEM

Convert 483 and 77241 from base 10 to base 8. Convert 614.35 from base 10 to base 8,
carrying the answer to the ten-thousandths place. Convert (12)(3) 14). (11)(1) from base 16 to
base 8, printing 10 digits in the fractional part. Then convert 140200 from Fortran E format to

the floating-point octal format and then back to Fortran E format.

SAMPLE SOLUTION

#RUN
ENTER ? FOR INSTRUCTIOGNS

31058, 483
¢ B8) 743

877241
¢ BY226671

B84y 614635
€ B8)1146.2631

=16s8 10,12 3 14 o« 11 1
¢ B8Y60T6. 5420000000

8= 1,00 1 40200
¢ 0YDa4421650000

20s =1 044421650000
(=13 O.14020000E 06

]
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CPOLY

This Fortran subroutine finds the 0's of a complex polynomial.

REFERENCES

This algorithm was originally published as '"Algorithm 419, ' Communications of the

ACM, Vol. 15, February 1972, page 97. It is reprinted here by permission of the Association

for Computing Machinery.

METHOD

The routine finds the 0's of a complex polynomial one at a time in roughly increasing
order of modulus and deflates the polynomial to one of lower degree. It uses the three stage

algorithm of Jenkins and Traub. The timing is quite insensitive to the distribution of 0's.

INSTRUCTIONS

The calling sequence is

CALL CPOLY(OPR,OPI, DEGREE, ZEROR, ZEROI, FAIL)

OPR,0OPI double-precision vectors of read and imaginary
parts of the coefficients in order of decreasing
powers.

DEGREE integer degree of polynomial

ZEROR, ZEROI output double-~precision vectors of real and

imaginary parts of the 0's.

FAIL output logical parameter, true only if leading
coefficient is 0 or if the routine has found fewer
than DEGREE 0's.

RESTRICTIONS

The algorithm will accept polynomials of maximum degree 49.
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SAMPLE PROBLEM

Find the roots of the complex polynomial

5 o4 3 2 . .
X+ 3 +H)X + G+1)X7 + B+1)X7 + (3H)X + (2+1)

SAMPLE SOLUTION

The following is a driver program written to solve the sample problem. The results follow:

*LIST

10 LOGICAL FAIL

20 DOUBLE PRECISION OPR(6)-QPI(6): 2ZERAR(S5)» ZERBI(S)
30 DATA OPR/1+D0s4%3:D0002.D0/s0P1/0eD0»5%1 .00/

40 CALL CPOLY(OPRs0OPI1,5,ZERBRsZERJISFAIL)

50 PRINT,FAIL = *,FAIL

60 PRINT,*SOLUTIGN VECTER™

70 PRINT 105 (ZERGRCIIHSZERGICIY»I=1,5)

80 10 FORMAT(1X,2D25.18)

90 STOP

100 END

READY

*RUN_ *$CPOLY=(CORE=20)
FAIL = F
SOLUTION VECTOR
0.309016994374947424D 00 0.951056515295153572D 00
~0.809016994374947424D 00 0.587785252292473129D 00
=0 .8090156994374947424D 00-0.587785252292473128D 00
0.309016994374947425D 00-0.951056516295153572D 00
=0+200000000000000000D 01-0.1000000000000000000 01

NIRMAL TERMINATIGN

&
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This Fortran program finds the 0's of a complex polynomial using the subroutine

CPOLY.

INSTRUCTIONS

The library subroutine CPOLY must be referenced in the RUN list (see Sample Solution).
Enter the complex coefficients in order of decreasing powers when requested by the program.
The program will continue requesting additional polynomials until 0 is entered as the degree.

The program will accept polyncmials of maximum degree 49.

SAMPLE PROBLEM

Find the roots of the complex polynomial

5 . 4 . 3 —_— . .
X+ (341) X+ (3+1) X7+ (3+)X7 + (3+1)X + (2+1)
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SAMPLE SOLUTION

*RUN CPOLY-DR3CPOLY = (CORE=20)

ENTER DEGREE = 9 TO STOP

DEGREE OF POLYNOMIAL
25

GEFFICIENTS IN ORDER OF DECREASING POWERS
REAL PART, IMAGINARY PART, ETC.

2s0s 3ol 3Jsls 3sls 3sils

20!.

SOLUTION VECTOR (CARTESIAN COJRDINATES)

REAL

3.09016994374947424D-01
~8.09016994374947424D-01
=8:09016994374947424D~01
3.090016994374947425D-01
=2.00000000000000000D0 00

SOLUTION VECTOR (POLAR COORDI
R

1. 00000000000000000D 00
1« 00000000000000000D 0O
1.00000000000000000D 00
1 «00000000000000000D 00
2+:23606797749978970D 00

DEGREE GF POLYNOMIAL
20

AJRMAL TERMINATIGN

12/72

IMAGI NARY

951056515 295153572D="1
5.87785252292473129D~ 1
=5.87785252292473128D~01
~9.51056516295153572D=01
=1.00000000000000000D 00

NATES)
THETA

719999999999999943D 01
1.44000000000000004D 02
~1.44000000000000004D 02
=7019999999999999943D Ot
=1.53434948822922017D0 02
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EIGNHC

The Fortran subroutine, EIGNHC, finds the eigenvalues and eigenvectors of a complex

non-Hermitian matrix. It also has the capability to determine a specified set of the eigen-

vectors.

INSTRUCTIONS

12/72

The calling sequence is:

CALL EIGNHC (A, NC, NV, ROOT, VECT, TEMP1, TEMP2,
ITEMP3, IDIMA)

where,

A is the complex matrix containing the e.genvalues and eigenvectors.
NC is the order of the matrix, i.e., A is the NC by NC matrix.
NV determines which vectors are found. If

a. NV .GT. O, finds the eigenvectors associated with the
NV eigenvalues of largest modulus.

b. NV ,LT. O, finds the eigenvectors associated with the
IABS(NV) eigenvalues of smallest modulus.

c. NV =0, no eigenvectors found.
ROOT is the l1-dimensional complex array of the eigenvalues.

VECT is the 2-dimensional complex array of the eigenvectors.
The eigenvector corresponding to the it eigenvalue is stored
columnwise in the It column of VECT,

TEMP1! is a 2-dimensional complex array used internally. It
is dimensioned as follows: TEMP 1(IDIMA, NC),

TEMP2 is a 2-dimensional complex array used internally.
It is dimensioned as follows: TEMPZ(IDIMA, 2).

ITEMP3 is a 2-dimensional integer array used internally.
It is dimensioned as follows: ITEMP3 (IDIMA, 2).

IDIMA is the first dimension of the following arrays:
A, VECT, TEMP1, TEMP2, ITEMP3.
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RESTRICTIONS AND METHOD

1. After control is returned to the main program following a call to
EIGRNS (EIGCNH), the routine may be entered again to find the
eigenvectors of the transpose of A. This option must be used
carefully, with the following restrictions

a, The transpose of A must be stored before the first call
to EIGNHC since the routine destroys A.

b. The array ROOT must be the same in both calls to the
routine since it contains the eigenvalues of A and, therefore,
of A transpose: because of this, the second call to the
routine does not recompute eigenvalues of A transpose.
Therefore, no change can be made to the ROOT array
before the second entry into EIGNHC,

c. The reentry to the routine must be made with a minus NC
in place of NC, This informs the routine that it already
has the eigenvalues of A transpose which are stored in ROOT,

d. Upon reentering, NV need not be the same as it was in the

original entry.

This option provides the capability of solving the complete eigen problem, assuming the

Jordan form D of A is diagonal.

If X designates the matrix whose columns are eigenvectors of

A, and Y designates the matrix whose columns are eigenvectors of A transpose, with proper

scaling of X and Y, the following relations hold:

AX =XD (AT=A transpose, YT=Y transpose)
(AT)Y =YD
(YT)X =I (Scaling required to produce unit diagonal elements)
(YT)AX =D (The diagonal matrix D has the eigenvalues on the
diagonal)
2. The eigenvectors returned by EIGNHC are normalized so that the largest

component is 1.

3. It is suggested that the user check the modulus of the first component
of each eigenvector after a call to EIGNHC, If the modulus is equal to 2.,
the routine has failed to determine the particular eigenvector. To
determine the modulus use the CABS function,

REFERENCES
1. Francis, J.G.F., "The QR Transformation, A Unitary Analog
to the LR Transformation,' Part I, Computer Journal, Oct., 1961,
265-271.
2. , Part II, Computer Journal, Jan., 1962, 332-345,

12/72
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3. Wilkinson, J. H., The Algebraic Eigenvalue Problem,
Oxford Press, 1965,

4, G.E. TIS #675D335, Eigenvalues and Eigenvectors of Non-Hermitian
Matrices, by F'. E. Lilley and A.T. Ross, G.E. Technical Information
Exchange, P.O. Box 43, Bldg. 5; Schenectady, N,Y, 12301

SAMPLE PROBLEM

12/72

Given the matrix

2-1 0 i
i 1-i 2-i

find all the eigenvalues and eigenvectors of A and A transpose.
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SAMPLE SOLUTION

10 PARAMETER MAX=10

20 DIMENSION ACMAX,MAX)» AACMAXsMAX) > I TEMP3(MAXs 2)

30 COMPLEX TEMP1 (MAX,MAX)»ROOT (MAX),» TEMP2 (MAX»2)» VECT (MAX» MAX)
40 COMPLEX VECTZ(MAXsMAX)» A, AA

50 1 WRITE(6s1006)

) READ » NC

70 IF (NC_<LE. 0) ST@P

80 WRITEC6s 1007)

90 READ » NV :

100 WRITE(6s 1008)

110 READ » (C(ACI»J)»J=1,NC)s 1=15sNC)

120 D@ 10 I=1,NC

130 D3 10 J=1s NC

140 10 AACJ, 1I=AC1,J)

150 CALL EIGNHC(A»NCs N »ROGTsVECT» TEMP1» TEMP2, ITEMP3s MAX)
160 IF (W) 15550515

170 15 CALL EIGNHC(AAs~NCsNV,RITT,VECT2s T-MP1, TEMP2, I TEMP35» MAX)
180 WRITE (65 1004)

190 IF (N 120550525

200 20 K=NC*N+1

210 KK= NC

220 GO TO 30

230 25 K=1

240 KK=NV

250 30 DO 40 l=K»KK

250 WRITE(5,1002)1,RO8TC1)

270 WRITE(C6,1009)1

280 40 WRITE(65,1003) CVECT(Js1)5J=15NC)

290 WRITE(651005)

300 DO a5 [=HKsKK

310 WRITE (65 1002) 1,RAOTCD)

320 WRITE(6,1009) 1

330 45 WRITE(65,1003) C(VECT2¢Js 135 J=1sNC)

340 G310 1

350 50 DO 60 I=1sNC

360 60 WRITE (6, 1002)1,REATCI)

370 GO 10 1

380 1002 FORMATC(/® EIGENVALUE®s I35 °3°s2F12.6)

390 1003 FORMAT C15X»2F 1245

200 1004 FORMAT(///7725%, "MATRIX'/20X» *REAL *s6X» ' IMAGI MRY *)
410 1005 FORMAT(///718%Xs, 'MATRIX TRANSPOSE'/20Xs 'REAL '3 X» ' IMAGI MRY*)
220 1006 FORMAT(/77 'ENTER ORDER OF MATRIX')

230 1007 FORMAT(7 "ENTER NV GOGDE ")

440 1008 FORMAT (/"ENTER MATRIX BY ROWS®)

450 1009 FORMAT(® EIGENVECTOR °»3s°8°)

46D

END

12/72
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*RUN *3 EIGNHC=(CORE=26)

ENTER ORDER 9F
=3

ENTER NV CODE
=3

MATRIX

ENTER MATRIX BY ROWS

=25=1, O» Qs

i

=0s 0» 1o 15

=0, 1s 1s=~1s

2,51

EIGENVALUE 1
EIGENVECTOR 1t

EIGENVALUE 2
EIGENVECTOR 23

EIGENVALUE 33
EIGENVECTOR 3

EIGENVALUE 1@
EIGENVECTOR 1z

EIGENVALUE 2
EIGENVECTOR 23

EIGENVALUE 3:
EIGENVECTOR 33

0
MATRIX

REAL IMAGINARY
2.000000 -2.000000
-1.000000 ~0.000000
O O

1. 000000 0.
2.000000 =0.000000
1. 000000 0.000000
=-0.000000 0.000000
1.000000 0.

1. 000000 1. 000000
-0.300000 0.100000
i1.000000 0.
=0.700000 -0.100000

MATRIX TRANSPOSE

REAL
2.000000
=1.000000
0. 400000
1000000
2.000000
1000000
1000000
1.000000
1.000000
0.000000

1.000000
0. 000000

ENTER ORDER OF MATRIX

=0

12/72

IMAGINARY
2000000
0.
0.200000
O
=0.000000
[
Q.
Qe
1.000000
0.000000

Oe
0.000000

EIGNHC-5

DA43A






EIGNSR

matrix. It also has the capability to determine a specified subset of the eigenvectors.

This Fortran subroutine finds the eigenvalues and eigenvectors of a real, nonsymmetric

INSTRUCTIONS

The calling sequence for EIGNSR is:

where
®

CALL EIGNSR (A,NC,NV,ROOT,VECT,TEMP1, TEMP2,ITEMP3, IDIMA)

A is the real matrix containing the eigenvalues and eigenvectors.
NC is the order of the matrix, i.e., A is a NC by NC matrix.
NV determines which vectors are found. If

a, NV,GT.O, finds the eigenvectors associated with the
NV eigenvalues of largest modules.

b. NV.LT.O, finds the eigenvectors associated with the
IABS (NV) eigenvalues of smallest modules.

c. NV =0, no eigenvectors found.
ROOT is the l-dimensional complex array of the eigenvalues.

VECT is the 2-dimensional complex array of the eigenvectors.
The eigenvector corresponding to the 1th eigeuvalue is stored
columnwise in the Ith column of VECT .

TEMP1 is a 2-dimensional complex array used internally.
It is dimensioned as follows: TEMP 1(IDIMA, NC),

TEMPZ2 is a 2-dimensional complex array used internally.
It is dimensioned as follows: TEMP2(IDIMA, 2).

ITEMP3 is a 2-dimensional integer array used internally.
It is dimensioned as follows: ITEMP3(IDIMA, 2).

IDIMA is the first dimension of the following arrays:
A, VECT, TEMPI1, TEMPZ2, ITEMP3,

RESTRICTIONS AND METHOD

12/72

After control is returned to the main program following a call to EIGNSR
the routine may be entered again to find the eigenvectors of the transpose

H

of A. This option must be used carefully, with the following restrictions :

a. The transpose of A must be stored before the first call to EIGNSR
since the routine destroys A.

b. The array ROOT must be the same in both calls to the routine
since it contains the eigenvalues of A and, therefore, of A
transpose; because of this, the second call to the routine does
not recompute eigenvalues of A transpose. Therefore, no
change can be made to the ROOT array before the second entry
into EIGNSR,
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c, The reentry to the routine must be made with a minus NC in
place of NC., This informs the routine that it already has the
eigenvalues of A transpose which are stored in ROOT,

d. Upon reentering, NV need not be the same as it was in the
original entry.

This option provides the capability of solving the complete eigen problem, assuming
the Jordan form D of A is diagonal. If X designates the matrix whose columns are eigenvectors
of A, and Y designates the matrix whose columns are eigenvectors of A transpose, with proper

scaling of X and Y, the following relations hold:

-AX =XD (AT = A transpose, YT=Y transpose)
(AT)Y =YD
(YT)X =I (Scaling required to produce unit diagonal elements)
(YTYAX =D (The diagonal matrix D has the eigenvalues on the

diagonal.)

2. The eigenvectors returned by EIGNSR are normalized so that the largest
component is 1.

3. It is suggested that the user check the modulus of the first component of
each eigenvector after a call to EIGNSR. If the modulus is equal to 2.,
the routine has failed to determine the particular eigenvector. To
determine the mwodulus use the CABS function.

REFERENCES
1. Francis, J.G.F., "The QR Transformation, A unitary Analog to
the LR Transformation,' Part I, Computer Journal, Oct., 1961,
265-271.
2. ,Part II, Computer Journal, Jan., 1962,
332-345,

3. Wilkinson, J.H., The Algebraic Eigenvalue Problem,
Oxford Press, 1965.

4. G. E. TIS #675D335, Eigenvalues and Eigenvectors of Non-Hermitian
Matrices, by F. E. Lilley and A, T. Ross, G.E. Technical
Information Exchange, P,0O, Box 43, Bldg. 5; Schenectady, N,Y, 12301

SAMPLE PROBLEM

Given the following matrices

1. -1. -1. 2. -8, -12. 3. 2. 2. -4.

A= 1. -1. 0.1, B= 1. 4, 4. C=l2. 3. 2. -1.
1. 0. -1. 0. 0. 1. 1. 1. 2. -1.

2. 2.2, -1.
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find all eigenvalues and eigenvectors of A and A transpose, all eigenvalues of B, and the two

largest eigenvalues and their associated eigenvectors of C and C transpose.
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SAMPLE SOLUTION

10 PARAMETER MAX=10

20 DIMENSION A(MAX»MAX ) AAIMAX,MAX)s ITEMPI(MAX,2)

30 COMPLEX TEMP] (MAX,MAX)» ROGT (MAX) s TEMP2(MAX»2)»VECT (MAXsMAX)
40 COMPLEX VECT2¢(MAXsMAX)

50 I _WRITE(6:, 1006

50 READ » NC

70 IF(NC «LE-. 0) STOP

80 WRITE(6,1007)

20 READ » NV

100 WRITE(6,1008)

110 READ » ((ACI-,J)sJ=1sNC)sI=1sNC)

120 DO 10 I=1,NC

130 DG 10 J=1,NC

140 10 AACI, 1)=ACT,J)

150 CALL EIGNSR(A»NCs NV ROOBT»VECT, TEMP 1, TEMP2, ITEMP3,MAX)
1560 IF(NV3I15,50015

170 15 CALL EIGNSR(AAs =NCsNV»ROUT,VECT2, TEMP1» TEMF 2, ITEMP3,MAX)
180 WRITE(&, 1004

190 IF(NV)I20, 50025

200 20 KsaNCe+NV+)

210 KK=NC

220 Go T8 30

230 25 K={

240 KK = Ny

250 30 DO 40 IsKsKK

260 WRITE(6,1002)1sROGTCI)

270 WRITE(6,1009)1

280 40 WRITEC65 1003)(VECT (s 1) =15 NC)

290 WRITE (6, 1005)

300 D@ 45 1=K KK

310 WRITE (65 1002)1,REITCI)

320 WRITEC6s 100921

330 45 WRITE(6», 1003)CVECT2(Js1)sJ=1sNC)

340 Gd TO 1§

350 50 DO 60 I=1,NC

H» O 60 WRITE(6,1002)1,RO0TCE)

370 GO TO 1

380 1002 FORMAT(/° EIGENVALUE®» 135 °1°52F 126)

390 1003 FORMAT(1S5X»2F12.6)

400 1004 FORMAT(////725%s "MATRIX/20Xs "REAL ‘2 6Xs ' TMAGI NARY *)
410 1005 FORMAT(//Z//718Xe "MATRIX TRANSPOSE‘/20Xs "REAL *»> X» *IMAGI'IARY ")
420 1006 FORMAT(/// "ENTER ORDER OF MATRIX®)

430 1007 FORMAT(/ "ENTER NV CODE®)

440 1008 FORMAT(/ "ENTER MATRIX BY ROWS®)

450 1009 FORMAT(' EIGENVECTOR®»13s°t°)

460 END

READY

12/72
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#RUN #*3EIGNSR=(CORE=25)

ENTER GRDER OF MATRIX

33

ENTER NV CODE
=3

ENTER MATRIX BY ROWS

5le =15 =~}
8, =1» 0

=ls Os =1

EIGENVALUE 13
EIGENVECTOR 113

EIGENVALUE 23
EIGENVECTOR 23

EIGENVALUE 3t
EIGENVECTOR 3

EIGENVALUE 13
EIGENWECTOR 13

EIGENWALUE 23
EIGENVECTOR 23

EIGENVALUE 33
EIGENVECTOR 3¢

12/72

MATRIX

REAL IMAGINARY
=0.000000 = 1000000
1.000000 Oo

0. 500000 0500000
0500000 0500300
=0.000000 1 .000000
1000000 O
0.500000 «0+300000
0.500000 =0.500000
=1.000000 Qe
0000000 0
1000000 O
~1.000000 Os

MATRIX TRANSPOSE

REAL

=0.000000

1000000
=0.500000
~0.500000
-0.000000

1.000000
=0.500000
~0+500000
=1.000000
=0.000000

1-000000
-1.000000

IMAGINARY
=1 .000000
Oo
~0.500000
~0500000
1000000
O
0.500000
0.500000
O

Qo

Oe
Qe

EIGNSR-5
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ENTER ORDER 8% MATRIX
83

ENTER N CODE
=0

ENTER MATRIYX BY ROWS
se@y =fs =12
2 §o &y 4
0 O ]

EIGENVALUE 1t Oe 0.
EIGENVALUE 23 2.000000 0o
EIGENVALUE 32 1000000 O

ENTER ORDER OF MATRIX
=4

ENTER NV CODE

82

ENTER MATRIX BY ROWS
w35 25 25 =4

825 Js 25 =1

=ls 1» 2s=1

282 2 25 =~}

MATRIX
REAL IMAGINARY

EIGENVALUE 13 3.000000 O
EIGENVECTOR 1t
0-.000000 O
1000000 O
0333333 0e
0666557 O

EIGENVALUE 23 2.000000 O
EIGENVECTOR 2%

=0+500000 O

1000000 (o 28

0.250000 O

0+500000 Oe

MATRIX TRANSPOSE
REAL IMAGINARY

E1GENVALUE 13 3000000 0o
EIGENVECTOR 13

*0.666% 67 Do

0666667 O

~0e656667 0.

1.000000 O

E1GENVALUE 2 2000000 O
E£1GENVECTOR 212
=00 500000 Oe
=0500000 G

=0.500000 Qo
{ .000000 O
ENTER ORDER JF MATRIX

=0
NORMAL TERMINATION

*
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LINSD

This Fortran subroutine solves a system of simultaneous linear equations with symmetric
double-precision coefficient matrix. Advantage is taken of the symmetry to save time and

storage.

INSTRUCTIONS

The calling sequence is:

CALL LINSD (A, B, NA, NB, EPS, IER, AUX, IDIM)

where

° A is the name of a double-precision, single-dimension array in which the
upper triangle of the coefficient matrix is stored columnwise in
NA*(NA+1)/2 successive locations., A is destroyedby the subroutine.

° B is the name of a double-precision, double-dimension NA by NB array
containing the right-hand side vectors. On return, B contains the
solution vectors.

® NA is the number of equations in the system.

® NB is the number of right-hand side vectors.

° EPS is a single-precision criterion for determining possible loss
of significance.

° IER is an error return as follows:

IER=0 indicates no error,

IER=-1 indicates no result because NA was less than
1, or a pivot element was equal to 0 during
elimination, indicating A may be singular.

IER=K is a warning of possible loss of significance
at elimination step K+1, Calculations are
continued.

® AUX is a double-precision auxiliary storage array with dimension NA-1.

® IDIM is the first dimension of B assigned by the dimension statement
of the main program.

METHOD

1, Gaussian Elimination is used with pivoting in the main diagonal only,
to preserve symmetry.

2. An error return of JER=K indicates that at elimination step K+1,
the absolute value of pivot element < AM*EPS, where AM equals
the maximum absolute value of the main diagonal elements of
A. If EPS=10"1, a return of IER=K may be interpreted as
indicating a possible loss of L significant digits at elimination
step K+1, and, with well-conditioned A and appropriate EPS,
that A may have a rank of K. A relative tolerance of 10-14 to
10-16 ig suggested.
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SAMPLE PROBLEM:

Solve the linear system AX=1, where

I is the identity matrix and

26. 8. 9. 0. 0.
8. 40, 6. 24. 0.
A = 9. 6. 14. 18. 10.
0. 24. 18. 65. 35,
0 0. 10. 35, 25.
SAMPLE SOLUTION
010 DOUBLE PRECISION AC1IS)s B(5:5)s AUX(4)
020 DATA A /26.D0>» BeD0s 40oD0s 9.D0s 6.D0s 14.D0s
030& QeD0s 24sD0s 18000 6S5.D0s
035& 0005 0«D0s 10-D02 35:D0s, 25.007
040 DATA B /725 % 0.0D0/
050 DO 10 I=155
060 10 BCI»I) = §.0D0
070 CALL LINSD CAs Bsr 55 S» 1:D-15s IERs AUXs 5)
080 WRITE (6, 102) IER
090 102 FORMAT (° ZER = ®, 15
100 WRITE (65 1113 ((BC€IsJddoJS=1s%53s I=15)
$10 111 FORMAT (°SOLUTION MATRIX IS° 7/ (5Gl1d4.6))
120 STaP
130 END
READY
#RUN #3LINSDs(CORE=18K)
IER = ]
SOLUTION MATRIX IS
1000000 -2.00000 =1 00000 325000
=2+ 30000 425000 2,00000 =6 87500
= 100000 2.+.00000 00011 =3.27778
3025000 ““6&87500 "3~27778 i1 01944
~4015000 8. 82500 Ao 4444 “14e3611

NORMAL TERMINATION

&

12/72

~4+135000
8 «823500
A.14444
=14.3611
18 4878
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LINSS

This Fortran subroutine solves a system of simultaneous linear equations with symmetric

single-precision coefficient matrix.

storage.

INSTRUCTIONS

The calling sequence is:

CALL LINSS (A, B, .7A, NB, EPS, IER, AUX, IDIM)

where

METHOD

1.

2.

12/72

A is the name of a single-precision, single-dimension array in which
the upper triangle of the coefficient matrix is stored columnwise in
NA*(NA+1)/2 successive ocations. A is destroyed by the subroutine.

B is the name of a single-precision, double-dimension NA by NB array
On return, B contains the

containing the right-hand side vectors.
solution vectors.

NA is the number of equations in the system.

NB is the number of right-hand side vectors,

EPS is a single-precision criterion for determining possible

loss of significance.
IER is an error return as follows:

IER = 0 indicates no error.

IER = -1 indicates no result because NA was less than 1, or a
pivot element was equal to 0 during elimination, in-

dicating A may be singular,

i

IER

AUX is a single-precision auxiliary storage array with dimension NA-1.

IDIM is the first dimension of B assigned by the dimension statement

of the main program.,

Gaussian Elimination is used with pivoting in the main diagonal only,

to preserve symmetry.

An error return of IER=K indicates that at elimination gtep K+1, the
absolute value of pivot element < AM*EPS, where AM equals the
maximum absolute value of the main diagonal elements of A. If
EPS::IO’L, a return of IER=K may be interpreted as indicating a
possible loss of L significant digits at elimination step K+1, and,
with well-conditioned A and appropriate EPS, that A may have a

rank of K. A relative tolerance of 10~

to 10~

K is a warning of possible loss of significance at
elimination step K+1. Calculations are continued.

is suggested,

Advantage is taken of the symmetry to save time and

DA43A



LINSS-2

SAMPLE PROBLEM

Solve the linear system AX=1, where I is the identity matrix and

26, 8. 9. 0. 0.
8. 40. 6. 24. 0.
9. 6. 14. 18. 10.
0. 24. 18. 65. 35,
0 0. 10, 35, 25,

SAMPLE SOLUTION

010 DIMENSION AC15)s B(S5s53s AUXC4)
020 DATA A /2600 Boes AQes Foo Bos ldAen
030& Des 2dos 18Bos 65es Qor Qor 106s 3560 254/
040 DATA B /25 % 0.0/
050 D@ 10 1I=1»s5
060 10 BCI»1) = (.0
070 CALL LINSS CAs Bsr S 55 l1eE=TFs IERs AUXs S
080 WRITE €(6» 102> IER
090 102 FORMAT (° IER = °» 15)
100 WRITE (6o 1110) C((BCIsJ)sd=1s5)s I=155)
110 111 FORMAT ¢°SOLUTIBN MATRIX IS° 7 (5G14653)
120 SToP
130 END
READY
*RUN #3LINSS=C(CORE=]8K)
1ER = 0
SOLUTIOGN MATRIX IS
100000 ~2¢0000 =1¢00000 32500 =4 of S00
=200000 42500 20000 =6 « 8750 8 8250
=10 00000 2.0000 foftl »3.2778 4ol 444
32500 608750 ~32778 11194 M ETE Y
-4619500 Be 8250 Bo) hd4 “{4e361 18 488

NIRMAL TERMINATIGN

e
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MTRAN

This Fortran subroutine transposes a matrix. The transposed matrix may be stored

in either a distinct array or the same array as the original matrix.

INSTRUCTIONS

The calling sequence for this routine ig:
CALL MTRAN (IR,IC, A, IA, B,IB)
where

IR is the number of rows of input matrix (number of columns of output
matrix)

IC is the number of columns of input matrix (number of rows of output
matrix)

A is the input matrix
IA is the row (first) dimension of A
B is the output matrix

IB is the row (first) dimension of B

The A and B arrays may be either the same array or distinct arrays.

SAMPLE PROBLEM

Transpose the matrix 1 2 3 4

12/72
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SAMPLE SOLUTION

#10 DIMENSION A(S»6)

#20 DO 10 I=1»4

30 AlsI)=s]

#40 10 A(2sI)=led

#“350 PRINT»ORIGINAL MATRIX:™

#60 PRINT 20s (CA(1sJ)sJmis4)s1=152)
&70 20 FORMAT(IX,4aF3.0)

#80 CALL MTRANCZ2s 45 As 55 A0 5)
#90 PRINT,“TRANSPOSED MATRIXg®
#100 PRINT 305 (CACEsJ)eJmis2)sI=)nd)

#1010 30 FORMAT(IXs2F3e0)
*#120 STOP

#9130 END

#RUN ®#3MTRAN

GRIGINAL MATRIX:
le 20 30 4o

Se 6e Te Be
TRANSPOSED MATRIXs
‘. 5.

20 bo

30 To

4o Be

RIRMAL TERMINATION

&
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SPLINE

This BASIC program integrates a function by spline fits, with the function defined by

possibly unequally spaced data points.

INSTRUCTIONS

Starting with statement number 700, the first DATA statement must be the number of
pairs of x and y, The DATA statements that follow must contain the values of x and y. After the

data is entered, type RUN.

SAMPLE PROBLEM

F'ind the integral between 0 and 1 of the function described by the table below.

X 0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1.0
Y .0 .0398 .0793 .1179 .1554 .1915 . 2257 . 2580 . 2881 .3159 . 3413

SAMPLE SCLUTION

* 700 DATA 11

%710 DATA 020

%720 DATA 1500398s o25:0793s 03501179
*730 DATA tﬂtﬁlSS‘t 030019150 0Bse2257
®740 DATA 70025805 085028810 09903159
®750 DATA 1.5.3413

#RUN
SPLINE
X Y INTEGRAL

0 0 4]
ol 23398 « 0019911
2 20793 «00T951 1
3 o 1079 « 0178199
o «15%4 « 0314948
) « 1915 0 DABBS3Y
s 6 022857 «+ 06973
o7 « 258 2093931 4
8 « 2881 2 1212573
» 9 « 3159 e 15144695
i « 3413 s 1B43773

READY

*
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SPLINT

This BASIC program computes spline interpolation.

INSTRUCTIONS

Starting in line 1900, the first DATA statement must be the number of pairs of x and

y, followed by the number of interpolation points desired.

The DATA statements that follow

must contain the values of x and y, followed by the x values at which interpolations are to

take place.

After the data is entered, type RUN,

SAMPLE PROBLEM

Given the following table, use spline interpolation to find the values of y for x =

.23,.57,.65
X 0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1.0
Y .0 .0398 .0793 .1179 .1554 .1915 ,2257 .2580 .288l .3159 .3413
12/72 DA43A




SPLINT -2

SAMPLE SOLUTION:

#1900 DATA 11,3

%2000 DATA 0s0s 010603985 020007930 03501179
%2010 DATA +4sc1554s 050089155 6502257 7502580
®2020 DATA o8,02881» 09503159, 1lese34l3 '
#2100 DATA 23, .57s .65

*RUN
SPLINT
1B OF POINTS GIVEN = 11
NG OF INTERPOLATED POINTS = 3
INTFRP X INTERP Y
*23 «0909903
«57 «2156386
65 22421052
BRIGINAL X GRIGINAL Y
(v} 0
S| 20398
.2 . .0793
3 «1179
o4 e 1554
3 «1915
o b «22357
.7 0258
8 «2881
.9 ﬁ3]59
i «3413
READY
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